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Abstract 

The Covid-19 pandemic affects millions of people throughout the world. Everyone's life gets disturbed because 

of this pandemic. The Covid-19 vaccines are now freely available, but people still get feared because of the rumors 10 

spread by social media. Despite recommendations from experts, people show conceptions and perceptions 

regarding vaccines on social media platforms. The main objective of this study is to introduce the methodology 

to analyze the public's views regarding covid-19 vaccines using a publicly available worldwide Twitter dataset. 

In this study, we have used Natural Language Processing to analyze the sentiments. For sentiment analysis, we 

use Keras embeddings (deep Neural network) and Top2vec for topic modeling. This research will aid the 15 

government so that they can distinguish the major issues and provide preventive measures by taking the help of 

social media. 
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1. Introduction 20 

Social media platforms are considered a wealthy source of information for evaluating people's thinking and 

behaviors during any crisis. When the lockdowns and limitations are forced due to the spread of COVID-19, social 

media platforms are considered the public's meeting place for the people to share their conclusions and encounters 

relating to the covid-19 and covid-19 vaccines. But the newness of COVID-19 has led to the wrong and clashing 

information [1].  25 
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A lot of well-known doctors and health workers have researched the covid-19 vaccines around the world and 

considered the vaccine safe and good for humans; said vaccines prevent people from various diseases, but still, 

there's more contention over the utilization of vaccines than other preventive measures (e.g., hand cleanliness, 

social distancing, sanitizing). These concerns incorporate fear of side impacts, instability around vaccine 

adequacy, and doubt about the science and the government [2]. 30 

Badly, social media platforms play a vital role in growing anti-vaccination developments and expanding 

vaccine hesitancy. People get feared by fake rumors spread by social media and aren't ready to get vaccinated, 

which is one of the biggest issues for the government and other health workers. Also, the public is not ready for 

the booster dose as well. 

We shall investigate public perception regarding Covid-19 and shall seek to answer at least the following 35 

questions: 

1. What are the emotions of the people concerning Covid-19 vaccines?  

2. What are the main themes discussed on social media platforms regarding Covid-19 vaccination? 

In this work, we will apply natural language processing to data found on the social media platform that is 

Twitter, where people share their covid-19 vaccine stories, and apply respective machine learning methods to 40 

datasets to observe the thinking of the public regarding Covid-19 vaccines. With the use of natural language 

processing (NLP), we will observe users' sentiment analysis with the help of their posts to be extracted from social 

media. 

2. RELATED WORK 

In the past, much research has been done to observe the public's sentiments toward Covid-19 vaccines. This 45 

section briefly describes the previous work for sentiment analysis and topic modeling.  

Over the years, Natural language processing has been used for various applications: email filtering [3], 

language translation [4], text analytics [5], and more. Twitter data has also been used for various purposes: brand 

monitoring, sentiment analysis, competitor tracking, and more. More than 70000 Twitter data has been used for 

customer feedback for over a year. According to the ref, much Twitter data has been used for sentiment analysis. 50 

[6], have used Twitter data and find out six major themes that clearly show the public's sentiments and vaccine 

hesitancy. The major discoveries of this research are to bring detailed methodologies to move forward with Covid-

19 vaccine ingestion, point out the key forms that require consideration within the arrangement of Covid-19 

vaccination, and provide output on the hurdles and facilitators in current vaccination drives and permit for assist 

approach changes. The key discoveries outline three key parts of social media: observation and checking, a 55 

communication stage, and an assessment of government responses. This study was done when there was the first 

phase of covid-19; that's why it is not that accurate because the person's views cannot be the same over the year, 

but they are changing over time; there is variation in covid-19 vaccines as well, day by day new vaccines are 

introduced to overcome the pandemic. 

The study ref. [7], also uses Twitter's data to find vaccine hesitancy among the people of the USA. Millions of 60 

tweets were analyzed using specific keywords like covid-19 and covid-19 vaccines. The study was done during 

the first phase of covid-19. Generally, the spread of data and people's views on social media platforms amid the 
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early organizing of the episode has significantly influenced individuals' convictions and state of mind towards 

covid-19 vaccines and their covid-19 vaccine choices. The research ref. [8], investigates transient advancement 

of distinctive feelings categories: Hesitation, covid-19 rollout, deception, and well-being impacts. They gather 65 

Twitter information from five nations: the UK, Brazil, the USA, India, and Australia. For vaccine hesitancy, all 

have used the same method (sentiment analysis and topic modeling).  

A lot of research was also done on other social media platforms like Reddit, Facebook, etc. In ref. [9] they used 

Reddit data to find vaccine hesitancy. The polarity analysis of this study observed that fifty-six percent of the 

posts measured positive. In comparison, fifteen percent of the posts were neutral, and for the rest of the data, 28 70 

percent of posts were negative. Machine learning models were also used to find vaccine hesitancy. The data 

fetched from the Reddit Platform is unsuitable for studying specific geographical areas. There may be some bots 

in collected samples of the data. In study ref. [1] they used logistical challenges (machine learning approach to 

find the vaccine hesitancy in the USA. They use the word2vec model to create dictionaries of different themes 

regarding different vaccinations for covid-19. They use news media to collect data and then create dictionaries. 75 

The conclusion of this study shows that tweets communicating reluctance towards vaccines contain the most 

elevated notices of health-related impacts in all nations. They also demonstrate that the designs of aversion were 

variable over geographies and can assist in focusing on mediations. They watched a noteworthy alter within the 

direct patterns of categories like circumstance and satisfaction before and after the endorsement of vaccines. In 

ref. [10], they also used Reddit data to find vaccine hesitancy, but their research is limited to only a few cities in 80 

Canada; the thing is, Reddit is a public platform where anyone can comment all around the world, so it is tough 

to distinguish between the locations of the user. 

In the Literature Survey, there is not only the involvement of social media, but also some researchers have 

collected data from their surrounding people using a questionnaire. In ref. [11], they collected data from nursing 

students using a questionnaire about vaccine hesitancy. When the data was collected, colleges were giving online 85 

instruction, and there were online classes, so the students did not completely understand the vaccine's significance 

can be considered a rule of impediment. Curfews were widespread, and students were candidly worn out as they 

went through as well long at home. It may trigger negative sentiments toward the vaccine and can be considered 

a limitation. In addition, low vaccination proficiency in students, the impact of social media, common uneasiness, 

and stretch due to Covid-19 may have influenced the considerations of students, and all these parameters may be 90 

a rule of restriction. In this consideration, the utilization of correlational shows and online collection of the 

information were among the other limitations. 

We know that several researchers have analyzed covid-19 vaccine hesitancy. Sentiment Analysis, Topic 

Modelling, and Lexicon-based methods have been used for data understanding and analysis. Also, they took the 

data for a very short period. The second thing we have noticed is the research was done during the first phase of 95 

covid-19; the public's concerns might have changed over time as the development of vaccines progressed. 

To the best of our knowledge, all the previous research had used Vader for sentiment analysis and LDA for 

topic modeling, which is not that accurate, so our major contribution is to find the perception of the public 

regarding covid-19 vaccine where people are hesitant or motivated to inoculate themselves. 
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3. Methodology 100 

First, this section presents the data collection procedure and general statistics of the dataset. Then, it explains 

the computational techniques used to derive various data attributes. Then we explain how we clean the text using 

different techniques and then explain the methods for sentiment analysis and topic modeling. In the end, we 

explain the classification of data. 

3.1 Data Collection 105 

 In this research, the publicly available Covid-19 Twitter dataset was used. There are almost 22455 tweets in 

the dataset. The dataset has various locations all over the world. The data contained different attributes, such as 

the name of the user, the location of the user, and the text. Some Examples from the dataset are given in Table 1. 

 

Table 1: Some tweets from our dataset 110 

Example of Tweets 

Cannot see Corona anywhere? Everything is upside down, and in 

reverse, the vaccine creates the illness instead of the cure¦ 

https://t.co/HalpKnDRLj 

l heard some lady on the radio say that the covid vaccine was 

like the flu vaccine where if you took it, you get benefited ¦ 

https://t.co/UqboNKvXFa 

Get vaccinated corona vaccine prominent anti-vaxxer 

apologizing and telling people to avoid the vaccine. 

3.2 Data Processing 

In data science, pre-processing is one of the important steps. After collecting data, these techniques were used 

for data cleaning, as shown in Figure 1, to get the required results [12]. Pre-processing techniques include the 

Conversion of tweets from uppercase to lowercase and removing punctuation, URLs, and stop-words from the 

tweets. In the end, the Lemmatization and stemming of the tweets were done.  115 

3.3 Sentiment Analysis 

It is an approach in Natural Language Processing that identifies the sentiment of the data [13]. In this study, 

we have used the Keras embedding model for text classification and sentiment analysis. We have used two 

approaches of the word embedding model to compare the accuracy of the data. The first approach is flattened 

word embedding, and the second is word embedding averaged. At first, we load the data and vectorize it in the 120 

train and test dataset, then tokenize it, as shown in Figure 2. 
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Tweets before removal of hashtags, usernames & hyperlinks 

 
Tweets after removal of hashtags, username & hyperlinks 

 
 

Figure 1: Removal of Hashtags, Usernames, and Hyperlinks 

 125 

Feat Vector for text 

Text: Israel trades Pfizer vaccine doses medical data covid 

coronavac corona vaccine 

 
 

Figure 2: Vectorization 

 

In the first approach, we used three layers. A single embedding layer and two dense layers train the model to 

check the validation. Using these layers, we classified data; the classifiers divided the data into three categories 130 

Negative, Neutral, and positive, as shown in Table 2. 

 

Table 2: Experimental Results 

Classification Report of Approach 1 

Predictions Precision recall f1-score support 

Negative 0.73 0.45 0.56 553 

Neutral 0.82 0.94 0.88 1972 

Positive 0.91 0.86 0.88 1721 

 

We used the LIME algorithm using the Python lime library for sentiment analysis. LIME stands for Local 135 

Interpretable Model-agnostic Explanations. This library trains the models to explain the predictions of every 

individual comment. This library can be applied to any Machine Learning model. In our study using LIME, we 

compare the predicted and actual text to analyze whether the text is positive, negative, or neutral, as shown in 

Figure 3. In the following example, the given text is neutral, and the prediction of LIME is also unbiased. 

 140 
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Text: just introduces vaccines like AstraZeneca countries 

 
 

Figure 3: LIME Algorithm Example 

 

Coming to the second approach is word embedding averaged. Like the previous network, three layers are used 

(one embedding layer and two dense layers), and the whole process is the same; only the difference is that the 145 

output of the embedding layer is averaged at the token index. 

 

Table 3: Classification of Data 

Classification Report of Approach 2 

Predictions Precision recall f1-score support 

Negative 0.85 0.65 0.74 553 

Neutral 0.86 0.96 0.91 1972 

Positive 0.92 0.88 0.90 1721 

 

Now we compare the accuracy of both approaches as shown in Figure 4. 150 

 

 

Accuracy of Approach 1 

 
Accuracy of Approach 2 

 
 

Figure 4: Accuracy comparison of both approaches 

 155 

From the accuracy, we can notice that 2nd approach is slightly better than the first one. We also create a 

confusion matrix in Figures 5 and 6 to check the performance. 

3.4 Topic Modelling 

It is a machine-learning approach for discovering topics in a document. It helps in discovering hidden topical 

patterns that are present across the document. There are a lot of algorithms to apply topic modeling. In this study, 160 

we have used the Top2vec model for topic extraction. The Top2Vec algorithm is considered one of the 

straightforward ways to perform topic modeling. It is not only limited to topic modeling but is also used for 

semantic relation searches in a document. This algorithm automatically recognizes a text document's topics, 

generating jointly embedded topics and word vectors. The most important thing about this algorithm is atomic 
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features, and it also has a lot of functions that can work on both short and long text. So, initially, we installed the 165 

Top2Vec library from Python and uploaded the pre-processed data. It searches out 24 topics from the dataset. 

Then we create joint embedding of the document and word vectors. Once done, the algorithm finds dense clusters 

of documents to identify which word attracted the document. In the end, we create the word clouds of the topics, 

as shown in Figure 8. 

4. Results 170 

We first took the publicly available data and performed the pre-processing techniques. After that, we used the 

Keras word embedding model to generate the sentiments of the tweets, namely positive, negative, and neutral. 

We compared the accuracy of the two approaches flattened and averaged. Then we further analyze the Top2vec 

model to generate the topics of positive and negative tweets and examine the hot topics discussed in the tweets. 

4.1 Confusion Matrix for test prediction of approaches 1 and 2 175 

We have used two approaches and checked both accuracies; we also draw a confusion matrix to elaborate the 

results further. 

 

 

Figure 5: Confusion Matrix for Approach 1 180 

 

 

Figure 6: Confusion Matrix for Approach 2 
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4.2 LIME Algorithm for Sentiment Analysis 

In the Keras word embedding model, we have used the LIME algorithm for the prediction of the sentiments of 185 

the tweets. This algorithm compares the actual and predicted sentiment of the individual tweet and shows how 

much percentage of the words is negative, positive, or neutral. It also highlights the words which indicate the 

sentiments, as shown in Figure 7. This is one of the best sentiment analysis techniques among others. 

 

Text: safe get vaccinated covidvaccine not ready get vaccine 
yet. 

 

 

 

 190 

Figure 7: LIME Algorithm 

4.3 Topic Modelling  

We used the Top2vec algorithm to extract topics from the data and generate the word clouds. 
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 200 

Figure 8: Wordcloud 
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