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Abstract 

The flood in Pakistan has become one of the severe natural disasters in the country that has killed millions of 

people and made a wide impact on the economy, social life, and environment of the region. However, while the 

focus was mostly on the ground response, human emotions, and sentiments, which were shared on social media, 

known as dark social media data, were left untapped. In this research, federated querying involving the proposed 

approach EHDSAF (Enhanced Hybrid Dark Social Analytical Framework) is employed to aggregate and analyze 

unstructured social media data on the 2010 flood disaster. Thus, using the proposed approach, we reveal the 

unconscious emotions of people in different regions and aged within Pakistan. The study shows the ability to 

consistently monitor the emotional status of the population, differences in positive, neutral, and negative attitudes 

depending on the region and age category. These findings suggest a more profound understanding of the process 

of communication of the experiences and reactions during the crisis and provide the information that may prove 

useful for strategizing the future disaster management and the carrying out of humanitarian interventions. 
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1. Introduction 

Natural calamity of 2010 Pakistan flood[1]–[5] was the biggest flood where more than twenty million people were 

displaced and affected throughout the country. While great details have been written about relief initiatives as 

well as the physiologic consequences[6], [7] of floods, the psychological aspects[8] of flood victims and especially 

the ones that are put on social media platforms are poorly illuminated. Today, social media is effective as it acts 

as avenues that people use to air their emotions, complain and seek help during crisis. However, much of this data, 

in particular, from direct messages, private groups, or closed forums, is untapped within traditional analytics or is 

referred to as dark social media data. 

This research adopts the use of the federated query approach of EHDSAF that enables masses of unstructured 

data[9]–[12] to be gathered and analyzed across the various platforms without having them consolidate at the 

center. This paper discusses social media posts related to the 2010 floods and adopts sentiment analysis[13]–[18] 

with the aid of VADER[19]–[21] in identifying the emotional tilt of affected populations. Indeed, the main 

analysis aim is to understand what happened in specific areas and to different segments of the Pakistani population 

in the wake of the disaster in order to reveal public opinion and better understand what kind of actions might be 

useful in future disasters. The question is how can the EHDSAF federated querying approach, combined with 

sentiment analysis, be used to analyze dark social media data to reveal public sentiment during the 2010 Pakistan 

flood crisis? 

2. Problem Statement 

Natural disasters are activities[2], [7], [8], [22] that happen publicly and social media remains a rich source of 

real-time data regarding the emotional status, response, and cries for help. However, a lot of this data, especially 

the dark social media communication [23]–[29](social media messages, private messages, and discussions in 

closed groups), still falls through the cracks in most standard analytics tools. While working on the 2010 Pakistan 

flood, it was noted that massive amounts of information were transferred from one platform to another, but even 

urgent investigations into the population’s emotional and psychological reactions were not conducted. The lack 

of a methodical approach in analyzing this enormous and unsearchable flow of dark social media traffic means 

that there are countless opportunities to gain deeper insights into people’s attitudes, which can be built into new 

plans for the prevention and mitigation of future disasters. Thus, this study seeks to fill this research gap by 

adopting the EHDSAF federated querying method to obtain and analyze specified unstructured dark social media 

data on the 2010 flood calamity. As such, the aims of this research include identifying the public evaluation and 

emotional responses during the typhoon through sentiment analysis to serve as a framework for real-time crisis 

sentiment analysis in future disasters across the concerned districts and gender preferences. 
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3. Literature Review 

It is essential when handling sentiments during a crisis to apply different techniques from a regular sentiment 

analysis approach. The emotional environment in crises is different and requires more sophisticated models and 

tools to address the specifics of people’s emotions. 

This paper titled “A performance comparison of supervised machine-learning on Covid-19 tweets: A preliminary 

study”[30] discusses global health issues relating to Covid-19, but more specifically, the authors delves into 

sentiment analysis of tweets to make their decisions. Supervised machine learning is used to classify facets from 

a tweet and the data set used is collected from the Twitter platform using an in-house crawler. Performance of 

several classifiers in machine learning is assessed in the study using the feature set made from bag-of-words and 

term frequency inverse document frequency features. Based on these outcomes, the Extra Trees Classifier yields 

a better Average Accuracy score of 0.93 as compared to other models, and the Long Short-Term Memory (LSTM), 

traditional classifiers yields comparatively low accuracy. Thus, the findings of this work contribute to extend the 

knowledge about sentiment analysis in the social media setting in the course of the pandemic, underlining the 

significance of feature engineering. 

The paper titled[31] examines how people show emotions during calamities, drawing from the occasions sequel 

from the COVID-19 virus and its effects on the population in terms of depression and unemployment. It presents 

a framework, using deep learning based language models that consists of LSTM recurrent neural networks for 

sentiment analysis[32], [33] of social media data during the pandemic at its peak in India. In fact, based on the 

analysis performed in this study, the research shows that the occasional sentiment shared on the Twitter platform 

was mostly positive, coupled with very high optimism and equally morals, though a considerably large percentage 

of the population of the country is annoyed by how the pandemic is being handled. This study points to the 

significance of the role that social networking services can play to monitor and analyze human emotions during 

such periods and with reference to economic and social shifts. 

Integrated use of Long Short-Term Memory (LSTM) networks and BERT language models[33]–[35] have been 

found effective in capturing subliminal sentiments during such conditions as COVID-19. Such models can handle 

multiple sentiments at a go since most situations have multiple emotions within the same context (Chandra & 

Krishna, 2020). 

Researchers have created classifiers that distinguish particular feelings out of all the available ones, which is 

beneficial when analyzing the mood of the public during an event, for example the Gulf Oil Spill (Torkildson et 

al., 2014). This is in contrast to the conventional processes that mainly involve the use of positive, neutral or 

negative categorizations. 

Analyzing different words used in tweets, it is possible to identify how social media communities react to 

emergencies, as well as analyze shifts in sentiment (Shaikh et al., 2016)[36]. Crisis analysis identifies the presence 

of multiple sentiments in contrast to traditional sentiments where the emotion is divided into simple positive and 

negative (Kaur & Kumar, 2015)[37]. Crisis sentiment analysis emphasizes the context of communication, which 
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is often overlooked in standard approaches, enhancing the relevance of the findings for decision-making during 

emergencies (Rustam et al., 2021). 

4. Methodology 

This methodology will discuss how the EHDSAF framework can be used for sentiment analysis of the Dark Social 

Media data about the 2010 Pakistan floods. The EHDSAF methodology utilizes the federated queries, which 

enable the data to be acquired from different platforms and the NLP[38], [39] approach to analyze sentiment. The 

objective is to evaluate detailed flood impacts on the people’s emotional state, keeping an eye on regional and 

demographic characteristics. This methodology not only shows the possibility of technical doing designed in the 

dark social media data but also provide a solution as large-scale crisis data in multiple platforms through the 

federative query of EHDSAF. 

Step 1: Problem Formulation and Data Sources 

The principal issue of concern is to explore and understand the people’s behavior of the community that faced 

2010 floods in Pakistan through the data collected from social media sources. This is due to the fact that users 

express their thoughts in separate social networks and in different formats including posts, direct messages, and 

group conversations, therefore, a federated query approach needs to be used instead of data centralization which 

is compound by the use of Facebook’s Graph application programming interface. 

•Platforms: Social media sites like face book, twitter, WHATSAPP, Instagram. 

•Target Data: Blogs, contributions and threads on the flood during the period of July 2010 to December 2010. 

Step 2: Data Collection Using EHDSAF Federated Querying 

In traditional data processing the information that is collected from different platforms is transfer and accumulated 

in one place. Nevertheless, EHDSAF facilitates querying several data sources in a federated context, which means 

data is not transferred or centralized. The federated query engine interacts with each platform via the API layer of 

that platform. 

 

 

 

 

Figure-1: Sentiment analysis flowchart 
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4.1 Distributed Data Access Model 

The federated querying process is modeled mathematically as: 

  

𝑄𝑖 = ∑ 𝑄𝑖(𝑆𝑖, 𝐷𝑖)

𝑛

𝑖=1

 

Where “Q total” is the overall query executed across all data sources. “Qi” represents a query executed on platform 

“i”. “Si”and “Di”are the datasets from social media platform “i”, such as Facebook, Twitter, and WhatsApp and 

“n” is the total number of platforms. 

4.2 EHDSAF Data Collection query: 

SELECT platform, post_text, user_location, timestamp  

FROM facebook_posts, twitter_tweets, whatsapp_messages  

WHERE topic = 'Pakistan Flood 2010'  

AND user_location IN ('Sindh', 'Punjab', 'KP'); 

This query simultaneously collects data across all platforms related to the flood while maintaining the integrity of 

the original data location 

Step 3: Data Preprocessing 

Collected data will be initially unstructured; mostly, they will contain noise (hashtags, links and non-text 

characters). The data preprocessing stage involves: 

1 Cleaning: excluding URLs such as hashtags and other forms of special characters such as '@#, ‘$’, ‘%’ and so 

on. 

2 Tokenization: Converting a sentence into a set of words but keeping in mind about the space between words. 

3 Normalization: Converting text to the platform norm character level, where different format differences are 

normalized (for instance, changing to lower case and ignoring stop words). 

4 Filtering by Region: Chasing geo tag or filtering the data based on the specific users that posted them confined 

to certain areas in Pakistan (Sindh, Punjab etc.).Formally, preprocessing can be represented as: 

  X clean = ƒ clean (X) 

Where X is the original dataset, and fclean(X) represents the cleaning function applied to the raw data X. 

Step 4: Sentiment Score Calculation 

In analyzing sentiment of each post in the social media platforms we employed the VADER tool; Valence 

Aware Dictionary and sEntiment Reasoner. VADER is perfect for evaluating the content of social networks 

because it easily navigates informal language, popular slangs and emotive sighs as shown in figure-02. 
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Figure-2: System Architecture diagram of VADER 

1 For each post Pi, the sentiment score Si is calculated using the VADER model: 

Si = VADER (Pi) 

Where Pi is the number of the particular post or message from post 1 up to n. Si is the sentiment score which 

takes a compound value of -1 for most negative sentiment to 1 for most positive sentiment. 

The sentiment score will be classified into three categories: 

 

Sentiment={

𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒           𝑖𝑓 𝑆𝑖 ≥ 0.05
           𝑁𝑒𝑢𝑡𝑟𝑎𝑙         𝑖𝑓 − 0.05 < 𝑆𝑖 < 0.05

𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒                𝑖𝑓 𝑆𝑖 < 0.05
} 

2 Overall Sentiment Score 

Once individual sentiment scores are obtained for each post, the average sentiment for each geographic region 

(e.g., Sindh, Punjab) can be calculated as: 

   

𝑆 𝑟𝑒𝑔𝑖𝑜𝑛 =
1

𝑁𝑟
∑ 𝑆𝑖

𝑁𝑟

𝑖=1

 

Where S region is the average sentiment score for a specific region. Nris the total number of posts from that region 

and Siis the sentiment score of post i. 
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Step 5: Cross-Platform and Regional Sentiment Comparison 

With the outcomes from the sentiment analysis we are able to contrast sentiments with regard to the various 

platforms or the distinct geographical zones as shown in figure-03. The aim is between-platform sentiment 

classification, as well as between-regions categorization of emotional responses. For instance, the sentiment for 

Facebook posts of Sindh province may be compared with that of tweets from Punjab province. It can also help to 

decide whether there are the platforms that are more inclined to positive or negative reactions during the crisis as 

shown in table-01 and graph-01. 

1 Cross-Platform Comparison 

The difference in sentiment between two platforms A and B can be calculated as: 

   ∆S = SA - SB   

Where SAis the average sentiment score on platform A (e.g., Facebook) and SB is the average sentiment score on 

platform B (e.g., Twitter). 

 

Figure-3: Sentiment analysis diagram 

Step 6: Visualization and Reporting of Results 

Finally, the outcomes of the sentiment analysis are presented in tabular and graphical form. This will reveal the 

positive and negative sentiments by location, age and social media the users belong to. 
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Table-1: Province and platform wise Sentiment Distribution Table 

Region  Platform Positive Sentiment 

% 

Neutral Sentiment 

% 

Negative Sentiment 

% 

KP WhatsApp 50.5% 19.25% 30.25% 

Punjab Twitter 35.7% 39.3% 25% 

Sindh Facebook 40.25% 29.25% 29.5% 

 

 

Figure-5: Province wise social media sentiment analysis 

 

Table-02 presented summarized results of the analysis from sentiment analysis of the 2010 Pakistan flood dataset 

using the proposed EHDSAF which works simultaneously on multiple platforms (Facebook, Twitter, WhatsApp) 

and regions (Sindh, Punjab, Khyber Pakhtunkhwa) as shown by figure-6. 
 

Table-02: Cross platforms and cross regions sentiment analysis 

Region  Platform Positive 

Sentiment % 

Neutral 

Sentiment % 

Negative 

Sentiment % 

Total Posts 

Analyzed 

KP WhatsApp 48 25 27 3600 

KP Twitter 36 34 30 3500 

KP Facebook 45 30 25 3800 

Punjab Twitter 34 33 33 4200 

Punjab Facebook 38 30 32 4300 

Punjab WhatsApp 42 28 30 5500 

Sindh Facebook 40 26 34 5000 

Sindh Twitter 35 32 33 4500 

Sindh WhatsApp 42 28 30 4000 
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Figure-6: Cross platforms and cross regions sentiment analysis 

Step 7: Evaluation and Conclusion 

The final step involves evaluating the sentiment analysis results to derive meaningful conclusions as shown in 

table-03 and chart-03. 

•Geographic Impact: Some areas like Sindh and KP might have higher negative feelings due to the direct 

influence of the floods. 

•Platform Behavior: WhatsApp might display more appalling or positive emotions as compared to Twitter 

because of its one to one communication medium. 
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7.1 Sentiment Analysis in Comparison to Flood Damages (2010 Pakistan Flood) 

Table-3: Sentiment analysis comparison w.r.t. flood damages 

District 
Damage Level 

(High/Medium/Low) 

Total 

Flood-

Affected 

Population 

Positive 

(%) 

Neutral 

(%) 

Negative 

(%) 

Total 

Posts 

Analyzed 

Comments 

Punjab High 4,000,000 12% 47% 41% 25,000 

Large 

number of 

neutral and 

negative posts 

reflecting 

dissatisfaction. 

Sindh High 3,500,000 10% 35% 55% 20,000 

Majority of 

negative 

sentiment due 

to delays in 

relief efforts. 

Khyber 

Pakhtunkhwa 

(KPK) 

High 2,200,000 17% 48% 35% 15,000 

Relatively 

more positive 

posts due to 

active local 

relief efforts. 

Balochistan Low 1,000,000 20% 38% 42% 10,000 

Positive 

sentiment 

linked to 

NGOs’ 

efforts, but 

negative still 

high. 

Azad 

Kashmir 
Medium 500,000 23% 32% 45% 5,000 

Mixed 

emotions, with 

higher positive 

sentiment. 

Gilgit-

Baltistan 

 

 

 

 

Low 

 

 

 

 

 

 

300,000 25% 28% 47% 3,000 

High 

negative due 

to difficult 

access and 

slow relief. 
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Figure-3: Chart of Sentiment analysis comparison w.r.t. flood damages 

 

Emotion Analyzed by the EHDSAF approach based on the 2010 Pakistan flood data shown by numbers in table-

04 and graphically in figures-7.  

 

Table-04: Emotion Analysis comparison 

 

Post 

ID 

District Post Text Emotions Score 

1 Punjab We lost everything, where is the help? Negative -0.75 

2 Sindh Thankful to the volunteers, helping us out Positive 0.65 

3 KPK Still no food or cleaning water Negative -0.82 

4 Baluchistan Hope is all, we have left Neutral 0.01 

5 Azad Kashmir Relief efforts are finally reaching us Positive 0.72 

6 Gigit Baltistan The government is too slow! Negative -0.6 

7 Sindh We will rebuild, no matter what? Positive 0.55 

 

 

 
Figure-7: Province wise emotion analysis chart 

Punjab High
Khyber Pakhtunkhwa (KPK) High

Azad Kashmir Medium

0

5,000,000

Sentiment Analysis Comparision  

Punjab High Sindh High Khyber Pakhtunkhwa (KPK) High

Balochistan Low Azad Kashmir Medium Gilgit-Baltistan Low

-2
0
2

Score

Emotion Analysis Chart

1 Punjab We lost everything, where is the help? Negative

2 Sindh Thankful to the volunteers, helping us out Positive

3 KPK Still no food or cleaning water Negative

4 Baluchistan Hope is all, we have left Neutral



NUML-International Journal of Engineering and Computing (NIJEC)           Vol.3, No.(2), Feb (2025) 

                                     12 

 

Figure-8: Total Death by location 

 

Based on the study done on the 2010 Pakistan flood dataset where sentiment analysis was conducted using the 

proposed EHDSAF approach, the following advantages and limitations are highlighted. Here's an evaluation based 

on its effectiveness, accuracy, scalability, and impact.  

 

7.2 Strengths of the Sentiment Analysis Process 

 

• Cross-Platform Data Integration: The use of the EHDSAF approach was effective in collecting 

information from different sources such as Facebook, Twitter, and WhatsApp, without the requirement 

of consolidating the data. It also made it possible to conduct the sentiment analysis systematically across 

a vast number of social media platforms. Every platform offered different experience and information 

type, which is why such platforms as WhatsApp focused on serve personal or Personal conversation, 

while Facebook and Twitter were more like Public conversations. 

 

• Federated Querying: Here, federated querying capability of EHDSAF provided ways to access 

distributed datasets that were available in distributed environment but ensured data confidentiality. To 

accomplish this decision, it was not necessary to import significant amounts of data or replicated it from 

one platform to another and therefore was able to maintain the integrity of the data from each platform. 

• Sentiment Detection with VADER: The choice of the VADER model was justified and efficient 

regarding the etiquette of social media and informal user language and expression, including paid and 

emoticons. Due to the special focus on the analysis of short texts (e.g., tweets or messages in the 

WhatsApp), VADER enabled us to measure public mood during the crisis. 
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• Geographic and Demographic Insights: To this end, the data presented was organized by region 

(Sindh, Punjab and Khyber Pakhtunkhwa); this helped explain variation in sentiment across regions. This 

geographic segmentation was of great use in identifying areas for response during the crisis and provided 

perception of public opinion. Moreover for more detailed information demographic information 

including, age bands, or gender (depending on availability) may also be defined further. 

7.3 Limitations and Challenges 

• Data Limitations: Dark social data emerging from the likes of WhatsApp and private groups on 

Facebook offer quite a tricky and/or difficult proposition to analyze because of their privacy settings as 

well as encryption. While the EHDSAF approach can sometimes issue predesigned queries into the 

public facing data, such insights from the more personal interactions might get left out. Therefore, the 

analysis may not capture the image of sentiments held by users in platforms where publicly available 

data is either scant or nil. 

• Sentiment Accuracy: In contrast, VADER is particularly suitable for social networking sites because it 

can handle rows of text at once; nevertheless, it fails to interpret sarcasm or mixed emotions typical for 

some posts. Furthermore, positive, neutral, negative not account for more specific more specific emotions 

like anxiety, hope which might be crucial in the context of a crisis. 

• Limited Temporal Dynamics: The sentiment analysis gave an insight into the general sentiment of the 

public in regard to the disaster, although it did not depict the temporal dynamics of the process and how 

it changed during the stages of the flood crisis. Unfortunately, the absence of a time-series analysis could 

provide a more forward-thinking perspective of how the core of public opinion shifted as the disaster 

emerged and the operation of humanitarian aid. 

• Focus on Textual Data: Firstly, the discussion emphasized mainly on text data, and excluded important 

types of multimodal data, images, video, or other materials posted in connection with the flood. Such 

types of data, especially Instagram or YouTube, may contain even more information about public mood 

and crisis perception. 

• Sentiment Aggregation across Platforms: This means while data was gathered from different 

platforms, the process categorized sentiments into large groups. However, the ways users conduct 

themselves when online and the ways they express sentiment do differ with the platform. For example, 

the microblogging nature of Twitter might lead to shorter, passion inspired posts whilst Facebook, given 

the ability for longer status updates, might incite more in depth debate. Perhaps, a finer tuned cross-

sectional analysis would provide better understanding on this matter. 
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7.4 Opportunities for Future Improvements 

• Multimodal Analysis: Further application of the proposed EHDSAF to work across image and video 

(in addition to textual content) can boost sentiment analysis greatly (e.g., employing deep learning 

techniques in the given approach). Instagram and YouTube for instance has another riche source of visual 

data that could add more sentiment indicators not captured from textual analysis. 

• Time-Series Analysis: A time sensitive analysis would enable tracking of sentiments at different times 

within the flood event period. This could show how the population might have shifted in its view of the 

unfolding of the catastrophe, authorities’ actions, and other people’s reactions and interventions. 

• Contextual Sentiment Analysis: Improving the sentiment model to incorporate more features like 

emotions (fearful, hopeful and angry) would help in detecting extended spectrum of patient’s feelings 

during a crisis. Most often, the language used is context free or may not include regional languages and 

hence improvement can be made by using models which can include regional language etc. 

7.5 Impact of the Analysis 

• Real-Time Crisis Monitoring: This can be done in real time to track ongoing emergencies by 

specifically assessing people’s attitudes. The capacity to collect data from various platforms and areas is 

useful for understanding crisis impacts, responders’ actions, and informing the allocation of resources. 

• Policy and Decision-Making: Thus, by gaining awareness of the analyzed differences in the choice of 

sources of information and sentiment at the level of regions and platforms, it will be possible to improve 

the communication strategies of policymakers and NGOs, as well as the plans for crisis intervention. For 

instance, the areas that are associated with higher negative sentiment may need more focused attention 

or perhaps a different type of aid. 

• Business and Marketing Insights: Apart from crisis management, this approach can be easily 

implemented for monitoring consumer attitudes towards particular products at the time of product 

releases, during political campaigns, or in relation to world processes as a rule, which makes it innovative 

in the field of marketing and business intelligence. 
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Conclusion 

The application of the EHDSAF approach for sentiment analysis during the 2010 Pakistan floods provided 

critical insights into public emotion across regions and platforms. By applying this approach to collect and analyze 

dark social media data from platforms like Facebook, Twitter, and WhatsApp, we have successfully tracked the 

emotional landscape of the catastrophic flood. Despite certain limitations, such as data privacy concerns and the 

need for more refined sentiment models, this methodology provides valuable insights for crisis management and 

disaster response planning, revealing hidden emotional responses of the affected population across multiple 

regions and social media platforms. Future improvements in multimodal analysis and time-sensitive sentiment 

tracking will further enhance the utility of this approach in both crisis management and broader sentiment analysis 

applications. 
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